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Abstract

In this paper, we show the effectiveness of before–
and after–sentences as additional context for sen-
tence classification in evidence-based medicine. Al-
though pre-trained language models encode con-
textualized representation, we found that the ad-
ditional contexts improve sentence classification
in terms of ROC (micro) score in the ALTA 2022
shared task. Additionally, averaging the probability
of top model predictions boosts the performance,
and our results for both public and private test sets
officially claim the first rank of the ALTA 2022
shared task.

1 Introduction

Integrating individual clinical expertise and exter-
nal medicine literature (also known as evidence-
based medicine) is the best practice to give care
to patients (Sackett et al., 1996; Koto and Fang,
2021). However, obtaining relevant medical liter-
ature requires in-depth expertise and can be time-
consuming due to the large availability of texts.

A search engine is one of the ways to assist
evidence-based medicine, and categorizing sen-
tences in medicine literature based on PICO frame-
work (Kim et al., 2011) can improve the search
effectiveness (Amini et al., 2012). PICO mainly
consists of four labels: Population (P) (i.e. par-
ticipants in a study); Intervention (I); Com-
parison (C) (if appropriate); and Outcome
(O) (of an Intervention), and can be extended to
classes Background (B), Study Design (S),
and Other (O) (for sentences that have no rele-
vant content) (Lui, 2012; Kim et al., 2011). The
ALTA 2022 shared task uses PIBOSO classes by
Kim et al. (2011) and discards Comparison (C).

∗ equal contribution

In previous work, Lui (2012) utilized lexical
features (e.g. bag-of-words and part-of-speech) and
structural features (e.g. sentence length, sentence
heading), and fed them to Naive Bayes, SVM, and
logistic regression. By stacking the aforementioned
features, Lui (2012) demonstrated the effectiveness
of logistic regression for this task.

Our work revisits the PIBOSO-based sentence
classification task using current state-of-the-art
NLP systems (i.e. pre-trained language models
(Devlin et al., 2019; Liu et al., 2019; Clark et al.,
2020; Koto et al., 2020)). Similar to Lui (2012),
we also use context sentences (i.e. before– and
after–sentences) but structure the input to retain
the original sequence. Lui (2012) simply used bag-
of-words and part-of-speech thus discarding the
original sequence information in their features.

We perform context-aware classification using
different pre-trained language models including
domain-general (Devlin et al., 2019; Liu et al.,
2019; Clark et al., 2020) and domain-specific mod-
els (Gururangan et al., 2020; Gu et al., 2020; Koto
et al., 2021; Fang et al., 2021) with two strategies
in the classification layer: (1) single embedding,
and (2) average pooling. We showcase that both
strategies are competitive and significantly better
than heuristic n-gram features (Lui, 2012). We also
show that the ensemble method (Koto and Fang,
2021) by averaging probability prediction of top
models improves the ROC (micro) scores, and set
our submission in this shared task as the winner.

2 Dataset

The ALTA 2022 shared task adopts the data of
Kim et al. (2011). In total, there are 9,244 sen-
tences which are split by the shared-task organizers
into 8,216/459/569 for training, public test, and
private test sets, respectively. Only labels for train-
ing data are available, and for conducting experi-



0

1000

2000

3000

population intervent. backg. outcome st. design other

Figure 1: Label distribution of training data.

#document 700
#sentence per document 11.7 ± 6.1
#word per document 210.6 ± 89.1
#word per sentence 17.9 ± 11.2

Table 1: Overall statistics of training data.

ments we randomly sample 768 instances of orig-
inal training data as the development set and use
the remaining for training. The data split ensures
that each sentence of a document is in the same
set. Please note that we refer val2022.csv and
test2022.csv to the public and private test sets,
respectively.

Table 1 shows overall statistics of the training
data which consists of 700 documents with 11.7
sentences per document on average. The total num-
ber of words per document is 210.6, and each sen-
tence has 17.9 words. There is an imbalanced distri-
bution over the PIBOSO label as described in Fig-
ure 1 where Outcome is the majority and Study
Design is the minority class. Please note that
this task is a multilabel classification task where
one text might consist of more than one label. Fur-
ther statistics and details regarding the rules of the
ALTA 2022 shared task will be described separately
by the organizers, and appear alongside this paper.

3 Methodology

In Figure 2, we describe two different approaches
for incorporating contextual information: (1) aver-
age pooling, and (2) single embedding. Both ways
utilize structured input where we added special to-
kens <nt> and <t> at the beginning of each non-
target (context) and target (main) sentence, respec-
tively. We feed this structured text to pre-trained

language models and then process the outputs in
two aforementioned ways. Specifically, for average
pooling, we first use a masking trick to obtain main
sentence embedding and context sentence embed-
ding through averaging. We concatenate the two
embeddings (the red and green boxes in Figure 2)
prior to the classification layer. For the latter, we
merely use the corresponding output of token <t>
embedding for classification. We argue that the
attention mechanism in the transformer (Vaswani
et al., 2017) is contextualized to all input tokens,
thus encouraging us to test this simpler method.

Our experiments consider domain-general and
domain-specific pre-trained language models. It
has been shown by previous works (Gururangan
et al., 2020; Gu et al., 2020; Koto et al., 2021; Fang
et al., 2021, 2022) that domain-general language
models are suboptimal for specific domains, and
one way to handle this is to use domain-adaptive
pre-trained models. In this experiment, we use
three domain-general models: BERT (Devlin et al.,
2019), RoBERTa (Liu et al., 2019), ELECTRA
(Clark et al., 2020), and two domain-specific mod-
els: BioBERT from Microsoft (Gu et al., 2020) and
DMIS Lab (Lee et al., 2020).1

Additionally, we extend the experiments using
ensemble learning by averaging probability pre-
diction of top-k models. In similar work, Koto
and Fang (2021) has demonstrated the efficacy
of ensemble learning in evidence-based medicine-
related tasks. The ensemble method is better than a
single model since it is capable to enhance model
robustness on variance and uncertainty.

4 Experiments

4.1 Settings

As stated in Section 3, we use the huggingface
Pytorch framework (Wolf et al., 2020) and select 5
models: 1) BERT,2 2) RoBERTa,3 3) ELECTRA,4

4) BioBERT (Microsoft),5 and 5) BioBERT (DMIS
Lab)6 for our experiments. Each model is finetuned
for 50 epochs with a batch size of 48, a learning
rate of 1e-5, and a dropout of 0.5. We consider
two settings: (1) without context, i.e. not using any

1All models can be accessed in https:
//huggingface.co/

2bert-base-uncased
3roberta-base
4google/electra-base-discriminator
5microsoft/BiomedNLP-PubMedBERT-base-

uncased-abstract-fulltext
6dmis-lab/biobert-base-cased-v1.1

https://huggingface.co/
https://huggingface.co/
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Figure 2: Illustration of our context-aware classification model. <t> and <nt> are special tokens that differentiate
target and non-target (context) sentences in the input.

additional context, and (2) with context, i.e. using
4 sentences (2 before– and after–sentences) as the
additional context. Models that achieve the best
performance on our development set are used.

For evaluation, we report on ROC (micro), fol-
lowing the ALTA 2022 shared task description.

4.2 Results

We tuned our model hyperparameters based on the
development set discussed in Section 2, and eval-
uate them on public and private test sets. Since
participants can use up to 100 submissions for the
public test set, we use it to pick our best model
and predict the private test set. Overall, we found
similar results on both public and private test sets,
where the context-aware domain-specific model
performs best. In this section, we report the results
of the private test set. Results for the public test set
can be found in Appendix A.

Table 2 shows ROC (micro) scores of all models
over the private test set, with and without context.
First, consistent with previous works (Devlin et al.,
2019; Koto et al., 2020) that pre-trained language
models significantly outperform conventional ma-
chine learning methods (i.e. Naive Bayes, Logis-
tic Regression, and SVM), with SVM achieves
the ROC (micro) score of 91.7 (4 points lower
than BERT). Next, we found that the simple single
embedding method tends to result in better ROC
(micro) scores than the average pooling, with and

without contexts. One possible reason is that aver-
age pooling on the sentences might introduce un-
wanted noise, resulting in lower-performance mod-
els. The best individual performance is obtained
by BioBERT (Microsoft), with 96.6 and 95.6 ROC
(micro) scores under single embedding and aver-
age pooling approaches, respectively, indicating
the benefits of using domain-specific pre-trained
language models for this classification task, thus
consistent with previous works (Gururangan et al.,
2020; Gu et al., 2020; Koto et al., 2021; Fang et al.,
2021).

Also, as stated in Section 3, we explore the im-
portance of additional context, i.e. before– and af-
ter–sentences for this task. Table 2 shows consis-
tent improvements of pre-trained language mod-
els when incorporating additional context, with a
maximum gain achieved by BERT (with average
pooling) with 3 absolute ROC (micro) scores. We
argue that the improvements might come from a
better understanding of the target sentence when
additional contexts are provided.

Furthermore, inspired by Koto and Fang (2021),
we experimented with the ensemble method to im-
prove model robustness and mitigate the perfor-
mance variance. Specifically, we ensemble top-k
(k = 3, 4, 5) models under each setting. Results in
Table 2 show that ensemble methods achieve strong
performance across different settings, outperform-
ing single pre-trained language models. For better



Model Without Context With Context

Single Emb. Ave. Pooling Single Emb. Ave. Pooling

Baselines

Naive Bayes 85.9 –
Logistic Regression 84.2 –
SVM 91.7 –

Pre-trained language models

BERT 95.4 94.1 97.0 96.7
RoBERTa 96.1 94.9 97.6 97.9
ELECTRA 96.3 95.2 97.6 97.5
BioBERT (Microsoft) 96.6 95.6 97.7 96.2
BioBERT (DMIS Lab) 96.2 95.5 97.3 95.8

Ensemble – averaging Top-k models

Ensemble (Top-3) 97.0 96.9 98.0 98.1
Ensemble (Top-4) 97.0 96.9 98.0 98.0
Ensemble (Top-5) 97.0 96.7 98.0 98.3

Ensemble – further averaging the Ensemble (Top-k) models of Single Embed. and Ave. Pooling

Combine of Ensemble (Top-3) 97.3 98.7
Combine of Ensemble (Top-4) 97.3 98.6
Combine of Ensemble (Top-5) 97.2 98.5

Table 2: ROC (micro) scores over private test set.

utilization of contextual information, we further
average the ensemble top-k models from single em-
bedding and average pooling approaches, achiev-
ing further improvements across ensemble top-k
models. The best performance, 98.7 ROC (micro)
score, is achieved when averaging two ensemble
top-3 models and used as our final result.

5 Conclusion

In this paper, we propose a context-aware
multi-label sentence classifier in evidence-based
medicine. We show the effectiveness of using the
additional context, i.e. before– and after–sentences
in pre-trained language models, by considering two
incorporation approaches, single embedding, and
average pooling, which capture different perspec-
tives of additional context. The utilization of the
ensemble method further shows the benefits of com-
bining single embedding and average pooling mod-
els, achieving the best performance in the ALTA
2022 shared task.
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Model Without Context With Context

Single Emb. Ave. Pooling Single Emb. Ave. Pooling

Baselines

Naive Bayes 90.9 –
Logistic Regression 86.2 –
SVM 91.5 –

Pre-trained language models

BERT 96.2 94.6 97.2 97.2
RoBERTa 96.2 95.1 97.5 97.4
ELECTRA 96.1 95.4 97.1 97.8
BioBERT (Microsoft) 96.8 96.1 97.3 97.3
BioBERT (DMIS Lab) 96.0 94.5 97.1 96.5

Ensemble – averaging Top-k models

Ensemble (Top-3) 96.7 96.7 97.6 98.2
Ensemble (Top-4) 96.8 96.5 97.7 98.1
Ensemble (Top-5) 96.8 96.7 97.8 98.1

Ensemble – further averaging the Ensemble (Top-k) models of Single Embed. and Ave. Pooling

Combine of Ensemble (Top-3) 97.0 98.4
Combine of Ensemble (Top-4) 97.0 98.3
Combine of Ensemble (Top-5) 97.1 98.3

Table 3: ROC (micro) scores over public test set.


